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Abstract. Automated driving functions are among the most critical
software components to develop. Before deployment in series vehicles, it
has to be shown that the functions drive safely and in compliance with
tra�c rules. Despite the coverage that can be reached with very large
amounts of test drives, corner cases remain possible. Furthermore, the
development is subject to time-to-delivery constraints due to the highly
competitive market, and potential logical errors must be found as early
as possible. We describe an approach to improve the development of an
actual industrial behavior planner for the Automated Driving Alliance

between Bosch and Cariad. The original process landscape for veri�ca-
tion and validation is extended with model checking techniques. The idea
is to integrate automated extraction mechanisms that, starting from the
C++ code of the planner, generate a higher-level model of the underlying
logic. This model, composed in closed loop with expressive environment
descriptions, can be exhaustively analyzed with model checking. This re-
sults, in case of violations, in traces that can be re-executed in system
simulators to guide the search for errors. The approach was exemplarily
deployed in series development, and successfully found relevant issues in
intermediate versions of the planner at development time.

Keywords: Autonom. Driving · Model Checking · Industry Application

1 Introduction

Automated Driving (AD) is an ever-growing research �eld with the potential
to make tra�c safer and more e�cient. Recently, ISO 21448 on Road Vehi-
cles � Safety of the Intended Functionality (SOTIF) speci�ed that the number
of unsafe, both known and unknown, scenarios should be minimized [30] and
the political goal �Vision Zero� aims to practically eliminate tra�c fatalities by
2050 [58]. This demonstrates that there is a high interest in and pressure on
research to make automated vehicles (AV) safe. AD in the sense of a (future)
product has to comply with a vast variety of safety requirements originating from
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domains as diverse as physics, law and ethics [4, 21,37, 40,58]. Improving safety
up to human driving level is already a challenging problem [51]. However, it is
assumed that AD needs to vastly exceed the �human� safety benchmark since
even very few fatalities caused by automated vehicles are hardly acceptable to
the public [2, 49, 61]. The de facto standard today is that tremendous amounts
of test drives are supposed to account for the safety of AVs. However, statistical
considerations show that deriving con�dence in the safety of an AV solely via
test drives might indeed require ludicrous amounts of driving [34,44,62].

In this paper, we describe an approach to improve the development of AD
software, adopted within the Automated Driving Alliance (Alliance)1 between
Bosch and Cariad. Speci�cally, we consider a behavior planner (BP; also, tactical
BP), that controls the high-level actions of an AV (e. g., accelerating, braking,
lane changes) based on the perceived state of the environment (e. g., �ow of the
surrounding tra�c). It is part of a system called Highway Pilot which realizes
automated driving on highways or highway-like roads. The BP is implemented
in C++, and is under active development, undergoing repeated updates, with the
addition of new features and improvements. Due to time-to-delivery constraints,
the veri�cation and validation (V&V) activities are supposed to proceed in par-
allel to the development, preferably in an �observe only� manner.

We enhance the V&V process by integrating automated formal veri�cation
techniques, in particular model checking (MC) of in�nite-state transition sys-
tems [10], within the original development environment. The primary purpose is
not (yet) to provide arguments for absolute correctness, but to increase the cover-
age of known unsafe scenarios, currently provided by test drives and simulation.
By exhaustively analyzing a huge range of scenarios, MC is largely insusceptible
to human bias and can discover corner cases that may be overlooked otherwise.

We face the challenge that MC must become part of the continuous inte-
gration (CI) process, hence it must be directly connected to the consecutive
versions of the BP. This means that manual modeling is to be avoided, in order
to enable a seamless connection between development and V&V. Therefore, we
integrate suitable mechanisms for the extraction of the BP logic directly into the
development environment. Starting from the C++ code of a BP, we automatically
derive a model of the underlying logic including the interface to the surround-
ing software stack. This model is converted into K2, a low-level imperative-style
language of the Kratos2 software model checker [23], which is, in turn, converted
into SMV, the input language of the symbolic model checker nuXmv [8].

The scenarios for validation are obtained by composing the model of the BP
in closed-loop with an environment model (EM). The EM contains rules about
the succession of a highway-like tra�c scene in terms of the possible behavior
of a set of free cars which drive in scope of a distinguished BP-controlled car
(ego), cf. Fig. 1 2. EM and BP are integrated such that the BP receives perception

1 The Alliance has set out to �[build] a state-of-the-art ADAS software platform for
use in all Volkswagen Group brand vehicles � and therefore in one of the world's

biggest vehicle �eets�. More information on BOSCH and CARIAD websites.
2 The graphic was auto-generated by our explainability toolchain, cf. Sec. 3.1.

https://www.bosch-mobility.com/en/about-us/current-news/bosch-and-cariad-develop-automated-driving-functions/
https://cariad.technology/de/en/news/stories/collecting-data-to-improve-self-driving-functions.html
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Figure 1: Highway scene illustrating the base scenario. We model three
straight lanes unrestricted in longitudinal direction, non-ego positions are calcu-
lated relative to ego. Laterally, cars are either on a single lane or between two
lanes (during a lane change). Blue numbers: car IDs, black numbers: velocities
in m/s. Grey arrows: movement from current to next EM iteration.

inputs from the EM and returns an actuation output, which is translated into the
movement of the ego. The EM is also written in SMV and can be parametrized to
further specify the scenario (e. g., number of non-ego cars, physical features of the
cars, driving behavior). The composed model of EM/BP is exhaustively analyzed
with nuXmv, which results in a counterexample (CEX) in case of the violation
of a property, e. g., a collision. The CEX can be re-executed in simulators to
guide the search for errors. The approach was exemplarily deployed in series
development, resulting in a fully automatic toolchain usable, e. g., in a CI system.
The deployment was very successful in that actually relevant issues could be
found in intermediate versions of the BP at development time.

Since the full BP code is restricted from publication, we use a mock BP in
this publication to illustrate details about the process. Nonetheless, all presented
results have been originally obtained with the actual BP used in the Alliance by
tracking its development with CI techniques. Though being much simpler, the
mock BP is designed to resemble the actual BP in some essential aspects, such
that two major bugs found in the actual BP can be reproduced with it. Runtime
and performance analyses are performed on data from the actual BP. Using the
mock BP, we provide possible �xes to the found bugs in this simpler setup, and
show that the model checker then e�ciently supplies proof for the now correct
functioning of the model of the mock BP, within the simulation by the EM.

Our contributions are:
〈
1
〉
a self-consistent toolchain, involving automatic

processing of the C++ code of a BP, integration with plausible physics and sur-
rounding tra�c behavior, MC with nuXmv, as well as, extracting tra�c scenes
from CEXs for debugging;

〈
2
〉
presentation and discussion of two safety-relevant

issues found in an industrial BP;
〈
3
〉
by means of re-simulation ensuring that

the model soundly captures the real-world system;
〈
4
〉
analysis of the feasibility

of the approach for an actual industrial context, including e�ciency.

The remainder of the paper is structured as follows. Sec. 2 provides the
basic AD context, as well as the theoretical background required for MC. Sec. 3
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describes the methodology underlying the experimental setup. Sec. 4 describes
and discusses the experimental results. Sec. 5 lists and assesses literature related
to our approach. Sec. 6 provides a conclusion and an outlook to future work.

Additionally, we provide an appendix which is available in an extended ver-
sion of the paper published as supplementary material. It is intended to facilitate
reproducibility, but is not required to follow the presented results. The supple-
mentary material also contains the mock BP and two versions of the EM, as used
for the experiments. In an artifact associated to this paper, we provide the full
functioning toolchain, i. e., all code and software (except for the Alliance BP) in
a state as used for the experiments.

2 Background

The task of driving automatically can typically be segmented according to the
classic �sense � plan � act� paradigm [7, 38]. The sense part comprises percep-
tion of the environment using sensors like camera, lidar or radar, and fusing
their measurements into a model of the environment (e. g., [41]).This model con-
tains all available information of the AV's surroundings, e. g., lanes to drive
on, the state of other tra�c participants (e. g., position, velocity, acceleration)
and predictions of their motion. This is the basis for planning the motion of
the controlled AV. The plan part can be divided into three steps [3]: First, a
strategic planner decides about the global navigation, i. e., the route to follow.
Then, the tactical BP decides between available maneuvers, e. g., lane following
or lane change. Finally, the trajectory planner calculates a desired trajectory
which eventually results in a sequence of desired accelerations and curvatures.
In the act part, these signals are forwarded to the actuators, thus accomplishing
the actual driving on the road. We focus on the tactical BP which, for MC, is
decoupled from the other software modules in the sense � plan � act pipeline.

Model Checking of In�nite-State Symbolic Transition Systems. The
system under analysis is derived in several steps from the BP and the EM code,
cf. Sec. 3, and �nally represented as a symbolic transition system expressed using
quanti�er-free formulæ in �rst-order logic modulo theories (for further reading,
refer to, e. g., [5]). We work in the setting of many-sorted �rst-order logic, and
we assume the usual �rst-order notions of interpretation, satis�ability, validity,
logical consequence, and theory, as given, e.g., in [17]. Unless otherwise stated,
when we talk about a logical formula ϕ(X), we mean that ϕ is a quanti�er-free
�rst-order formula whose free variables are included in the set X, and using
symbols from the theory of (linear) arithmetic (with their usual interpretation).
For example, ϕ({x1, x2}) := (3x1 > 0) ∧ (x2 + x1 < −5). A symbolic transition
system S = 〈X, I, T 〉 is a tuple, where X is a set of (state) variables, I(X) is a
formula representing the initial states, and T (X,X ′) is a formula representing
the transitions, where X ′ is the set of variables representing the next state of the
system. A state s of a transition system S is an assignment to the state variables
X; a path (trace) π of S is a possibly in�nite sequence π := (s0, s1, . . . , si, . . .)

https://doi.org/10.5281/zenodo.10001800
https://doi.org/10.5281/zenodo.10001764
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of states si such that I(X) is true under the assignment s0, and T (X,X ′) is
true under the assignment si−1, s

′
i for all i > 0 in π, where s′ is the assignment

obtained by replacing each x ∈ X with the corresponding x′ ∈ X ′. We say that a
state s is reachable in S if and only if there exists a path π of S such that s ∈ π.
Given a formula P (X) over the variables X, the invariant veri�cation problem
for S and P is the problem of checking if all the reachable states of S satisfy the
formula P . In that case, we say that S satis�es P , written as S |= P .

Tools. For solving the core MC problem we use nuXmv [8], a state-of-the-art
symbolic model checker for both �nite- and in�nite-state transition systems. It
supports the veri�cation of invariant and LTL properties using a combination
of e�cient algorithms based on Boolean satis�ability (SAT) and Satis�ability
Modulo Theories (SMT) [11, 13, 24]. Each veri�cation engine can be used un-
bounded or bounded (in which case only disproving is possible). For details see
the documentation [8]. The transition system for nuXmv is de�ned using an ex-
tension of the standard SMV language for �nite-state systems (simply SMV in
the following). An example of the syntax is reported in Alg. 2 of the appendix.

To automatically derive a nuXmv transition system out of imperative C++

code, Kratos2 can be used as an intermediate step. Kratos2 [23] is a tool for
the automatic veri�cation of imperative programs, using nuXmv as its main
veri�cation engine. The native language of Kratos2 is a veri�cation language
called K2 (similar to Boogie and Why3 [43]) that provides a well-de�ned and
unambiguous formal semantics suitable for veri�cation. An example program
in K2 is shown in Alg. 3 of the appendix. The resulting K2 program is then
transformed by Kratos2 into SMV and veri�ed with nuXmv.

Parsing C++ code and creating the K2 model out of it is done by a prototyp-
ical software called vfm which was developed within the Alliance (cf. artifact).

3 Methodology

This section describes the proposed work�ow and justi�es how the respective
components were chosen to establish an industry-ready setup.

3.1 Overview

Our toolchain consists of several components centered around a BP under analy-
sis, cf. Fig. 2. We impose MC on top of a functioning software and in scope of
an established development process. Therefore, the BP's source code, (1) in the
�gure, is considered largely immutable, meaning that we cannot change it to our
likings, but developers can change it at any time outside of our control.

The BP cannot be checked on its own, since its behavior within a tra�c sit-
uation is of major interest. The entity responsible for providing an initial tra�c
scene, and keeping track of how it evolves according to the BP's actions, is the
EM (3). It is given in SMV language, i. e., we can directly identify it with a
transition system SE := 〈XE , IE , TE〉. In a �rst processing step, the BP and

https://doi.org/10.5281/zenodo.10001800
https://doi.org/10.5281/zenodo.10001800
https://doi.org/10.5281/zenodo.10001764
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the EM are parsed separately to create an intermediate representation (4) which
contains an internal description of the BP logic including its interface towards
the EM. The respective mapping between EM and BP is provided by the type
abstraction layer (TAL) (2), which is embedded into the C++ code of the BP via
comments (see below). The intermediate representation is translated into a K2
version of the BP logic (6) which, in turn, is translated by Kratos2 into an SMV
representation (7; cf. discussion in Sec. 4.3 about making this detour instead
of directly translating from C++ to SMV); we identify the SMV representation
with the transition system SP := 〈XP , IP , TP 〉; additionally, the interface infor-
mation is used to generate the full integrated transition system, called SEtP . On
SMV level, it is constructed to include and connect SE and SP as two separate
modules within a main module (5); it is also the place to add speci�cations to
check. This �le is then handed to the nuXmv model checker for the actual MC
task. Depending on the result, we either terminate the process after MC, if the
speci�cations are ful�lled (�OK�), or otherwise (�FINDING�) trigger the creation
of a CEX (8), which is a witness of the speci�cation being violated. It provides
a trace within the checked transition system SEtP in the course of which the
speci�cation does not hold. In our case, the sequence of variable values along
this trace provides information about

〈
1
〉
the tra�c situation in which the vio-

lation occurred and
〈
2
〉
the BP actions in this situation.

〈
1
〉
is used to generate

visualizations of the tra�c scene in question, and to further process the resulting
scenarios of interest, by using the Open Scenario 2 (OSC2) format [1] as under-
lying representation (9). Figs. 1, 4 and 5 were created using this functionality.〈
2
〉
could, in principle, be used for a deep analysis of the error, such as tracking

back which lines in the original C++ code are involved in the violation. This is
planned to be done in future, but is not possible yet.

The retrieval of the transition system to check needs to be �exible enough
to adapt to future changes of the BP, which are expected to happen frequently
during development. Therefore, the EM should not be customized towards a
speci�c BP, but rather provide a generic interface which works with a variety of
BP instances. The toolchain then runs fully automatically by attaching �exibly
to di�erent BPs, as long as the EM is �suitable� for them, i. e., all required data
is available in the EM's generic interface, agnostic of naming. For example, the
BP might require as input its own velocity in a variable called agent.v which
the EM provides as ego.v. The TAL connection can be established by adding an
�aka� tag as comment to the BP variable agent.v (for details cf. the appendix).

Therefore, the remaining manual e�ort consists of adding or adapting the
TAL information when the BP changes. This is expected to be mostly a one-
time e�ort, since once the connection to EM variables is established, it only
needs to be changed if new data is added to the interface (not on mere re-usage
or renaming). This happens occasionally, but is not very common in practice.
Only if the EM becomes unsuitable for a developed BP, i. e., when a non-existent
signal is requested, this implicates the fairly high e�ort of adapting the EM.

https://doi.org/10.5281/zenodo.10001800
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Figure 2: Overview of the presented toolchain. The BP to check (1) is
the main input. The EM is given as transition system in native SMV language
(3). nuXmv (center) is run on an integration of BP/EM created in several steps
(3/5/7). Visualizations and simulations are derived from CEXs (9).

3.2 Environment Model

Since we cannot model-check the full software stack the BP is part of, with per-
ception on one side and actuation on the other, the BP needs to be directly fed
with mock data from a simulated environment, and its output needs to be prop-
agated back into this environment in a closed-loop manner. This is accomplished
by the EM, which creates an initial state of the environment, and then progresses
by supplying the current state as perception input to the BP and deriving the
next state based on its output. Therefore, the EM maintains physical states of
all agents, and applies laws of physics and possible driving behavior to them.

We assume a perfect environment, i. e., perfect knowledge without any sen-
sor uncertainties and perfect behavior without actuatory imprecision. We use a
highway-like road model with 3 lanes, allowing tra�c only in one direction, as
illustrated in Fig. 1. We support an arbitrary number of non-ego vehicles3, each
of which has physical properties such as relative position to ego, velocity and
lane association. A vehicle is associated to either a single lane or, during a lane
change, to both its source and its target lane (cf. veh[1] and veh[2] in Fig. 1).

In each veri�cation step, corresponding to 1s, all non-ego vehicles may choose
a new acceleration a ∈ {−8,−7, . . . , 6} m/s2, which is used to update the veloc-
ity and relative position simultaneously. In addition, each non-ego vehicle may

3 A generator is used to create an EM with an adjustable number of non-ego cars for
each MC run (cf. artifact).
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choose to perform a lane change. A lane change is executed in two stages. In
the �rst stage, the non-ego vehicle signals the lane change via turn indicators
but is still located on its source lane. The second stage is the transition from
source to target lane, i. e., it starts when the lane marking is initially touched
until the non-ego vehicle is contained entirely in the target lane. During both
stages, the non-ego vehicle may non-deterministically decide to abort the lane
change. If the decision to abort is made while being in the second stage, the
non-ego vehicle moves back to the source lane. The durations of both stages of
the lane change and of the return to the source lane when aborting are chosen
non-deterministically from intervals of possible values (cf. section marked �Begin
of lc parameterization� in the published version of the EM). Thereby, we en-
able to verify a high variety of lane changes in the MC process, including much
tougher ones than expected to usually happen on real roads, with the goal to
over-estimate (rather than under-estimate) violations by the planner in the sense
discussed in Sec. 4.3. On the other hand, we do prohibit excessively malicious
behavior by ensuring that ego is able to prevent a collision by staying in its lane
and reacting instantaneously with a deceleration of up to −8m/s2.

The ego vehicle tracks objects in its proximity via so-called gaps, de�ned by
a front and a rear vehicle on its own and its neighboring lanes, cf. Fig. 3. This
data needs to be provided by the EM, as well. Depending on lane availability,
there can be up to three gaps, one is always in the ego lane, the other two can be
in the left or right lane next to ego, respectively, if available. For each car in the
gaps, information such as relative distance to ego, velocity and acceleration are
stored which can be used by the BP for decision making. If one of the positions
is not �lled, e. g., if the next car is out of perception range, this is indicated
by a special value. The full SMV code of the EM, as well as a more in-depth
description are published as supplementary material.

8
gaps[ActionDir::CENTER]

gaps[ActionDir::LEFT]

gaps[ActionDir::RIGHT]

s_dist_front
= rel_pos

s_dist_rear
= -rel_pos

rel_pos < 0 rel_pos = 0 rel_pos > 0

ego

Figure 3: Illustration of gaps tracked for ego. The gap data structure pro-
vides information about the free space which ego drives in on its own lane or
could dive into when performing a lane change, in terms of the two cars limiting
this space to the front and rear. A gap contains the IDs, distances, velocities,
accelerations etc. of the closest cars to the front and rear on the respective lane.

https://doi.org/10.5281/zenodo.10001800
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3.3 The Original and Mock BPs

We consider two BPs,
〈
1
〉
the actual BP currently under development for the

Alliance project, and
〈
2
〉
the mock BP which is a simpli�ed version of

〈
1
〉
. The

code considered for
〈
1
〉
is an excerpt of the project BP containing the logic for a

lane change decision towards the �fast� lane (LCfast) (left assumed; as opposed
to LCslow). It consists of more than 1000 lines of C++ code. The mock planner〈
2
〉
is much smaller (about 100 lines) and can be inspected in its entirety as

supplementary material. It contains a simple version of the logic for LCfast,
logic for LCslow and a simple longitudinal control.

The interface towards the EM is equal for
〈
1
〉
and

〈
2
〉
regarding LCfast. It

uses the gap structure as input and returns as output the decision whether or not
to initiate a lane change towards the fast lane. The mock BP requires additional
data for the longitudinal control, as well as some signals used to �x the found
issues; we mostly disregard these di�erences in the following, for simplicity. The
exact interfaces are given in the appendix.

4 Experiments

Our goal is to demonstrate that the proposed approach can practically guide
development processes of a BP in industry. Therefore, we need to show that〈
1
〉
our setup derives valuable insights for

〈
a
〉
development and/or

〈
b
〉
release;〈

2
〉
it does this in acceptable runtime,

〈
3
〉
it does not overly disturb every-day

development, and
〈
4
〉
its results are self-explanatory to developers and V&V

experts. In Sec. 4.1 we analyze two major issues found early during development
in the Alliance BP

〈
1a
〉
. We also comment on the implications of proofs of error-

freeness on the model level, which may be of high relevance for possible future
release argumentation

〈
1b

〉
. E�ciency of bounded and unbounded MC

〈
2
〉
is

analyzed in Sec. 4.2. Sec. 4.3 discusses the results and elaborates qualitatively
on the topics

〈
3
〉
and

〈
4
〉
.

4.1 Disproven Speci�cations with Counterexamples

The two issues we describe were found by checking for the invariant property
!blamable_crash. It is true if ego's bounding box never overlaps with the bound-
ing box of any car in front of ego. nuXmv showed in both cases that it does not
hold true, which led to the generation of CEXs. They reveal violations of the BP
in typical highway-tra�c, which we named Lead Vehicle Occlusion and Double
Merge4. The CEXs have been further processed to show the succession of the
tra�c scenes that lead to the violations (Figs. 4 and 5), and to con�rm the issues
in simulation by using the full underlying software stack (cf. Sec. 4.3).

4 Note that these issues certainly could have been detected with regular V&V tech-
niques, as well, however, with considerably greater e�ort.

https://doi.org/10.5281/zenodo.10001800
https://doi.org/10.5281/zenodo.10001800
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Figure 4: Full CEX trace of crash caused by ego overlooking hard

brake ahead due to another car �cutting out�. The highlighted portion of
the second-to-last image shows how the car in the lead position (0) pulls away
(�cuts out�) while another car ahead (6) brakes hard, unnoticeable by ego due to
the way lead vehicles are tracked. Instead of braking, ego even accelerates, since
car 0 also accelerates and departs.

Lead Vehicle Occlusion. Since ego bases all decisions on the gap structure,
it cannot �see� possible cars in front of the one it �nds as front car in one of the
gaps. On the other hand, the surrounding tra�c is allowed to behave arbitrarily
rudely, as long as ego has, upon immediate action, a chance to avoid a crash (cf.
Sec. 3.2). Considering this, nuXmv reported the situation illustrated in Fig. 4 as
a CEX5 . The seven snapshots correspond to the full path given in the CEX (i. e.,
it takes at least 7 steps from an initial to a violating state). The actual crash
occurs in the last step, but the underlying wrong decision is made already in
the sixth step. Here, car 0 is partially on ego's lane, and is, therefore, considered
the lead car in the CENTER gap (indicated by a green frame). On the other hand,
car 6 is farther ahead, and, at this point invisible to ego (in a logical, not a
perception sense). The problem arises from car 6 performing a hard brake, while
car 0 budges towards the middle lane (�cuts out�). Considering car 0 as lead car,
which actually departs to the front, ego misinterprets the scene to clearing up,
and accelerates rather than braking, which leads to the crash. The CEX points
to a fundamental problem caused by considering only a single lead vehicle per
gap. (Indeed any constant number n of lead vehicles won't �x the underlying
problem, assuming unrestricted velocities and/or restricted braking capabilities.
Imagine a row of n+ 1 cars in front of ego, with the furthest one standing still
while the other n cut out. In practice, safety distance needs to be adjusted such
that braking in time is possible even in the worst case scenarios.)

Double Merge. This issue is caused by ego observing only cars on neighboring
lanes, which can lead to con�icts if cars from two lanes apart change towards

5 The CEX can be produced with any number of non-ego cars ≥ 2. We choose to show
non-minimal examples here to give intuitive insight into the functioning of the EM.
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a neighboring lane while ego itself is changing towards this lane. This issue is
related to the gap structure, too, but points to the lateral, rather than longitu-
dinal limit of the structure. Fig. 5 shows how the violation unfolds in the course
of 6 steps. The actual problematic decision already occurs in step 2 where ego
decides to change the lane towards the middle, as displayed by the indicators
turned on6. At this point, ego waits for two steps before actually starting the
lane change. During this whole period, the middle lane appears to be free (al-
though all three non-egos indicate at some point to be starting a lane change,
which is actually performed by cars 1 and 2, but aborted by car 0). When ego
actually does the lane change, car 1 happens to �nish its own and ends up col-
liding with ego. While it could be argued that the other car could have avoided
this situation, too, ego is at least partially to blame for the crash.

As opposed to the Lead Vehicle Occlusion issue, which was more fundamental
in nature, this issue is strongly connected to the exact way the BP performs a
lane change. Having a more �exible cancellation mechanism, or including cars
between a neighboring lane and the one next to that into the gaps, could, for
example, easily avoid this type of issues.
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Figure 5: Full CEX trace of crash caused by ego not noticing a car

merging towards the middle lane while itself merges there. The issue
is caused by ego not looking further than one lane to the left when deciding to
change a lane, and delaying the actual lane change after the decision for 2 steps.

Comment on Speci�cations Proven to Hold. We used unbounded MC
for validating the EM by proving many of its desired properties to hold; for
example, �ego is never 'forced' into a collision by a non-ego vehicle�, and �the
vehicles in the gaps are always the ones closest to ego on the respective lane�.
Also, when �xing the two issues described above, the mock BP can be shown
to ful�ll the !blamable_crash speci�cation, cf. the artifact published with this
paper. However, it is currently unclear what such proofs of absence of errors on
the model level mean for the real system, see discussion in Sec. 4.3.

6 The actual Alliance BP, whose behavior is shown here, supports lane changes upon
driver request, while the mock planner performs lane changes towards the fast lane
only to overtake a slower vehicle. Thus, the issue can, for the Alliance BP, be pro-
duced with at least one, for the mock BP with at least two non-ego vehicles.

https://doi.org/10.5281/zenodo.10001764
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4.2 Runtime Analysis

For the runtime analysis we are particularly interested if the model checker ter-
minates within a time limit �acceptable� for typical aspects of the V&V work�ow
utilized in the Alliance (and probably similarly in other AD projects). We agreed
that for the following standard situations the respective approximate runtimes
would be acceptable. For runs performed on each pull request (PR), e. g., as
gatekeepers: / 2 min. For runs performed during each nightly job (NI): / 4 h.
For runs performed for a release (RE): 5 d and more, may be acceptable.

Assuming an ever-changing development setting, it seems misguided to com-
pare rigorously clocked runs of speci�c software versions to �nd the best EM/BP
setup. To present a broader picture, we rather list the average runtimes of all
runs made during a fairly mature phase of the study with somewhat changing
BP and EM versions. This mature phase is de�ned as starting at the point from
which no major �xes to the EM occurred anymore. We do not analyze the dif-
ferences in implementations, but deliberately provide by this means a general
impression of practicability, in a setting close to how it is expected to emerge in
real industrial contexts.

We focus on the checked property !blamable_crash, using the Alliance BP
(i. e., the expected result is a CEX for all runs; its creation time is included in the
listed times) and do not restrict the behavior in any way. Tab. 1 summarizes the
runtimes obtained for up to 10 non-ego vehicles with bounded or unbounded MC.
We estimate many of the numbers in the table for the sake of a comprehensive,
rather than overly exact, image, as they re�ect our experience very well. Note,
however, that the results only include runs that terminated at all (as opposed to
runs that needed to be aborted, usually due to excessively long runtime). This
particularly distorts the rows with three and four non-ego cars and unbounded
MC, which � especially with earlier versions of the EM � frequently ran for days
and weeks without �nishing. Considering future changes to the BP, these rows
need to be taken cautiously, although we also expect further improvements to
the EM, which, in the past, greatly reduced runtime (cf. Sec. 4.3).

The general takeaway is that the overall setup is su�ciently e�cient to be
used in an industrial context, largely even at PR level. For future release ar-
gumentation, using unbounded MC seems to be possible with up to 4 non-ego
cars. Note that adding non-ego cars beyond two did not gain any new insight
into issues of the BP in all runs so far. Discussions are ongoing which number
of non-ego cars is su�cient to re�ect all relevant situations on a straight 3-lane
highway, in terms of BP logic, with 4�5 being among the highest estimates.

Considering further improvements, the setup seems to be extendable towards
more complex road topologies. However, we experienced the runtimes to be fairly
volatile. It may well happen that marginal changes to the BP and/or the EM
yield a factor of 2 � 3 in runtime (cf., e. g., the high variance for the �2-car
unbounded� case). While this is still acceptable for our context in many regards,
it needs to be considered for each individual case, cf. also discussion in Sec. 4.3.
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Table 1: Runtimes for MC runs clustered along number of non-ego

cars and bounded vs. unbounded MC. The �bounded� rows comprise runs
that were not all tracked and analyzed exactly, but overall yield a fairly clear
picture (runtimes estimated here; as well as for the 2-car unbounded row). The
�Suitable for� row is a best guess based on the given numbers.

# Non-egos MC type # Finished Runs Average runtime Suitable for

1 bounded > 50 / 1min PR/NI/RE
2 bounded > 30 / 1min PR/NI/RE
3 bounded ≈ 10 / 2min PR/NI/RE
4 bounded ≈ 10 / 2min PR/NI/RE
5 bounded ≈ 10 / 5min (PR)/NI/RE
10 bounded 2 19.6 min NI/RE
1 unbounded 6 30 s PR/NI/RE
2 unbounded > 50 ≈ 1�7h (NI)/RE
3 unbounded 2 16.6 h RE
4 unbounded 1 5.7 d (RE)

4.3 Discussion

The presented results indicate that MC can be used in a real industrial context
to guide the iterative development of a BP. The approach is overall suitable to be
used on top of the regular development processes for AD without considerably
interfering with them, and to guide this development by detecting safety-relevant
issues earlier than with plain testing, thus reducing futile testing time. It is im-
portant to recognize the complete lack of human bias in this process. Particularly,
the type of scenario is not provided in any way, but all scenarios producible by
the respective EM/BP combination are inspected. The toolchain works mostly
self-governed by automatically extracting the BP logic from C++, and creating
self-explanatory visualizations and test cases out of CEXs.

Current Limitations. Relevance for the real world: MC provides either〈
1
〉
a proof that the (extracted version of the) BP logic complies with a given

speci�cation (in relation to the EM), or
〈
2
〉
a proof that this is not the case,

which is complemented with a CEX. These proofs relate to statements about
the correctness of the BP behavior, i. e., the BP is supposed to be �correct�

〈
1
〉

or �incorrect�
〈
2
〉
w. r. t. to the checked speci�cation when steering an actual car

on the road. However, full con�dence in these statements requires not only to
prove that the EM itself as well as the extraction of the BP logic are correct,
but also that the EM re�ects real-world tra�c, physics and perception/actuation
�adequately�. Assuming any deviation from the real behavior of the system means
that the EM would need to over-estimate violations for

〈
1
〉
and under-estimate

them for
〈
2
〉
. Therefore, it is not possible to provide an EM which simpli�es the

actual system behavior in any way, and evidently entails only true statements
about both correctness and violations of the BP. It may be possible, though,
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to strengthen one direction up to a level where some notion of con�dence in
its validity can be derived. Then, it appears reasonable to let the EM over-
estimate, rather than under-estimate violations such that error-freeness

〈
1
〉
is

re�ected accurately. This is due to the additional information provided by CEXs
for

〈
2
〉
. While the proof of error-freeness is a somewhat �nal statement, false

positives of violations can be ruled out by re-simulating the CEXs with the actual
software stack. This additional check was performed for all the CEXs presented
in this paper. The EM is built with the intent to rather over-estimate than
under-estimate violations, cf. Sec. 3.2. However, at present we do not investigate
more profoundly to what extent this is actually accomplished and what exactly,
consequently, a proof of correctness implies on BP level.

Number of non-ego cars: According to the results presented in Sec. 4, a
natural measure of performance of the approach is the maximum number of non-
ego cars that can be processed in a time acceptable for one of the presented use
cases. For unbounded MC, this number is currently limited to about 4 non-ego
cars, if considering the �release� use case. Using bounded MC, up to 10 non-ego
cars can be processed quite e�ciently, i. e., easily suitable for a regular �nightly
job�. These limitations are relativized by

〈
1
〉
the potential to further improve

the EM, and
〈
2
〉
by arguing that on a straight highway most critical tra�c

situations involve only few directly involved participants.

Runtime volatility: Another limitation is the high sensitivity of nuXmv to
changes in the checked transitions systems, cf. Sec. 4.2. Small di�erences can
result in a factor of 2 � 3 in runtime. It needs to be considered for each indi-
vidual case if this is acceptable. A related issue, which can be problematic in an
industrial context, is not knowing the remaining time of a run (�will it �nish in
a minute or run for another two weeks?�). For bounded MC, this question inten-
si�es to whether the run will �nish at all, which it never can if the speci�cation
is ful�lled. In productive use, long-enduring runs probably need to be aborted
after some time. There is currently no general solution for this problem.

Force to �x bugs right away: The characteristic of nuXmv, to always produce
essentially the same CEX as long as an issue is not �xed, is somewhat problematic
for practical application. In theory, a discovered issue is supposed to be �xed
immediately, before going on discovering and �xing others. In practice, however,
it may well happen that an issue is not easily �xable in a solid and process-
abiding way while development still must go on in other directions. An �ignore�
option is desirable which lets users �skip� a CEX and trigger the generation of
�profoundly� new ones. In fact, we were able to present two di�ering CEXs with
the same version of the Alliance BP in Sec. 4.1 only due to the fact that in one
case lane changes were prohibited for ego. These sort of tricks can help to work
around this issue.

Range of applicable BP types: Technically, we only assume that the BP is
written in an imperative language, i. e., C++ for now. Our approach is not lim-
ited to deterministic BPs; the presented EM is already non-deterministic, e. g.,
in modeling the behavior of other cars. However, the presented toolchain is not
directly applicable to most AI-based approaches. This is not a structural limita-
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tion (a C++ implementation of a deep neural network could, in principle, be fed
into our toolchain), but seems infeasible, at today's state of research, due to well-
known issues regarding runtime and numerical instability of these approaches in
combination with non-probabilistic MC. An extension to probabilistic MC or
probability-based models like POMDPs is conceivable, but has so far not been
part of our investigations.

Lessons Learned. A hybrid solution is required: As pointed out before and
in Sec. 5, out-of-the-box solutions (e. g., C model checkers, as well as a pure
combination of Kratos2 + nuXmv) can deliver some aspects of the presented
toolchain. However, important features like the closed-loop integration of an EM,
and the CEX explainability functionality need to be customized for the problem
at hand. Particularly, this made it necessary to use a speci�c C++ parser for the
creation of the interface between EM and BP. In future, such a functionality
could become a native feature of a model checker.

�Detour� over Kratos2 and SMV is bene�cial: As shown in Fig. 2 (page 7),
the BP code is �rst translated from C++ into K2, and from there into SMV,
where it is connected to an EM in SMV. Here, two �shortcuts� are thinkable,〈
1
〉
the SMV representation of the BP could be generated directly from C++,

and
〈
2
〉
the explicit representation in SMV could be overall omitted by rather

implementing the EM in C++, as well. However, the presented path makes full
use of the imperative MC functionality provided by Kratos2 and the rich syntax
of SMV. Both shortcuts have been tried out in the beginning and abandoned
later, since the current setup outperformed them by far.

Explainability can be simple: We experienced our method of extracting tra�c
scenes from CEXs and further processing them towards visualization and testing
as highly e�ective for

〈
1
〉
quickly explaining bugs to both BP developers and,

during early phases, EM designers,
〈
2
〉
for re-simulation of the results with

the actual full software stack to con�rm the MC results, and
〈
3
〉
for further

processing the scenes, for example, for test case generation. Generally, there are
a number of further explainability methods to explore, such as translation to
natural language [9, 31�33], or, speci�c to this use case, a further investigation
of which code lines of the BP lead to a violation.

General scalability: The approach scaled well across the di�erent versions of
the Alliance BP, as well as the mock BP (i. e., runtime di�erences were insigni�-
cant). However, none of the BPs' logic so far contained loops or recursion, which
might signi�cantly increase complexity.

Granularity of abstraction is an open question: All presented results were
produced with a time scale rasterized to one iteration per second in the EM. This
shows that this granularity of abstraction can produce useful �ndings. Going
towards an argumentation of �error-freeness�, it needs to be more profoundly
inspected what granularity is actually required for which types of statements.

Every-day development is not impaired: In practice, for typical �every-day�
changes to the code adapting the tags was simple enough to be correctly done
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by non-MC-experienced developers. More complex changes were done by an MC
expert, or split into work packages. The additional e�ort was overall tolerable.

5 Related Work

In this section, we discuss related work on formal methods and how our work
complements them. In general, formal methods aim to prove safety properties
of algorithms theoretically. Red�eld et al. give a good overview of the challenges
within this �eld [50]. Formal methods include temporal logic encodings [63], mon-
itoring [45,47], theorem proving [46,52] (see also overview in [48]) and MC [5]. In
the following, we will focus on approaches that could be used for the safety as-
sessment of AV. Notably, only few works actually incorporate such methods into
industrial production or for the veri�cation of (parts of) products [16,18,29]. A
more extensive body of research focuses on theoretically adopting formal meth-
ods to the problem landscape given in the automotive industry, cf. overview
in [59,64].

A typical practical issue, preventing broader adoption, is the interface be-
tween the problem to solve and the theoretical tooling. The input languages for
MC are often quite low-level and lacking a lot of features of modern program-
ming languages like object-oriented features, dynamic data structures, etc. [6,
8, 15, 27, 42]. Therefore, many approaches embed MC into modeling approaches
based on domain speci�c languages and translate from such higher-level repre-
sentations to the model checkers [14, 22, 26, 56]. In our setting, such approaches
cannot be applied as the BP under veri�cation is only available in source code.
Other industrial MC applications involve a manual translation step of (part of)
the code under veri�cation into model checker language [20, 35]. However, dur-
ing the development process in a fast-changing environment this is not feasible.
Especially in early development stages, not only the code under analysis, but
also interfaces and data structures change rapidly.

For handling cases where the system under veri�cation is only available as
source code, several MC approaches taking source code as an input have been
developed. Existing MC approaches in this category mostly focus on (subsets) of
C code [12,55,60]. Similar to our strategy, most of these approaches translate the
model of the code into a suitable mathematical input language for the model
checkers [28, 36]. Checking C++ code requires more sophisticated approaches,
since object-orientation and other speci�c C++ concepts introduce additional
layers of complexity. One MC method checking C++ code is DIVINE, which also
includes, e. g., exceptions [54]. It could be used as an alternative backend for our
approach. The Bogor framework [53] provides means for creating software model
checkers for object-oriented languages, but is only available for Java.

Verifying the decisions of the BP in di�erent tra�c situations requires to
represent these in the EM. While we manually implemented the EM in our
approach, there exist approaches using ontologies for representing features of
an EM [19]. They represent abstract scenes of driving scenarios and use them
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in logic-based reasoning systems. Such approaches could be combined with our
approach in future works for automatically con�guring the EM.

Another approach is to directly include all safety constraints into the plan-
ning itself [25]. A popular example is to use reinforcement learning and integrate
safety constraints into the learned policy [39,57]. However, reinforcement learn-
ing approaches su�er from a strong dependency on the speci�c environment the
agents interact with. Thus, one can never ensure safety in all possible corner
cases.

6 Conclusion

In this paper we described the application of automated veri�cation to improve
the development of an actual industrial behavior planner (BP). Complementing
the regular validation process based on simulation and test drives, we developed
a mechanism to automatically extract from C++ code the model of the underlying
BP logic. This model can be integrated with a model of the environment (features
of the road and the other vehicles), in a closed-loop manner. This allows to
deal in a seamless way with multiple versions of the BP, as they occur during
development, and to exhaustively analyze a huge variety of scenarios. In case of
violations, the model checker is able to produce traces that can be re-executed in
simulators of the original system to guide the search for errors. The approach was
exemplarily deployed in series development, and successfully detected multiple
relevant issues of intermediate versions of the BP at development time.

There are several directions for future activity. First, we will broaden the
scope of the environment modeling to more general scenarios. Second, we will
investigate the gray area between the exhaustive exploration of a set of scenarios
and a general guarantee of correctness in the real world. Finally, we aim at the
application of the methodology to other software components. In fact, it is often
the case that the development and the validation teams proceed in parallel. In
this respect, the context of application of automated model extraction described
in this paper can be considered paradigmatic.
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